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Abstract 

The present research aims at developing a machine learning algorithm which could 

predict CPU usage and possible performance degradation in cloud based systems. Machine 

learning has become one of the crucial topics in computing and serves to be one of the 

cornerstones of the information technology sector. Machine learning aids to the prediction of 

future data with the purview of facilitating decision making under the circumstances of 

uncertainty. Hence, the present research utilised Linear regression machine learning 

algorithms to predict CPU usage of two CPU intensive applications- MS-Outlook and Oracle 

HRMS. The present study will be a fundamental model for system administrators to predict 

performance of cloud systems as with cloud computing, the resource needs are ever 

increasing and hence, performance monitoring should be established. The study further 

recommends implementation of the proposed model in cloud based environment and the need 

to monitor CPU intensive applications deployed in cloud using the model.  

 

  



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 6 of 73 
 

Table of Contents 

Declaration and Statements .................................................................................................... 3 

Acknowledgements .................................................................................................................. 4 

Abstract ..................................................................................................................................... 5 

List of Tables ............................................................................................................................ 9 

List of Figures ........................................................................................................................... 9 

List of Graphs ........................................................................................................................... 9 

CHAPTER I: INTRODUCTION ......................................................................................... 10 

1.1 General Introduction about Machine Learning Algorithms and Complex Systems ...... 10 

1.2  Research Questions ................................................................................................... 11 

1.3  Research Aim ............................................................................................................ 11 

1.4  Research Objectives .................................................................................................. 11 

1.5  Scope and Significance of Research ......................................................................... 11 

1.6  Chapterisation of the dissertation .............................................................................. 12 

CHAPTER II: LITERATURE REVIEW ........................................................................... 14 

2.1 Machine Learning Algorithms ....................................................................................... 14 

2.2 Machine Learning in Cloud Computing Systems .......................................................... 16 

2.3 Machine Learning in Anomaly Detection Systems........................................................ 17 

2.4 Performance Benchmarking ........................................................................................... 20 

2.5 Summary ........................................................................................................................ 23 

2.6 Motivation of the study .................................................................................................. 23 

2.7 Research gap .................................................................................................................. 24 

CHAPTER III: RESEARCH METHODOLOGY .............................................................. 25 

3.1 Machine Learning Approaches ...................................................................................... 26 

3.2 Linear Regression ........................................................................................................... 27 

3.2.1 Linear regression and CPU utilisation prediction .................................................... 28 

CHAPTER IV: DATA COLLECTION/ EXPERIMENTS ............................................... 30 



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 7 of 73 
 

4.1 Overview of Cloud architecture ..................................................................................... 30 

4.2 System architecture ........................................................................................................ 31 

4.3 Model Training ............................................................................................................... 33 

4.4 Feature selection and data collection ............................................................................. 34 

CHAPTER V: RESULTS...................................................................................................... 35 

5.1 Analysing the relations with Correlation Coefficient .................................................... 39 

5.2 Estimation of regression coefficient for outlook data .................................................... 39 

5.3 Estimation of regression coefficient for Oracle HRMS data ......................................... 40 

5.4 Forecasting through Linear regression ........................................................................... 41 

5.4.1 Residual removal ..................................................................................................... 42 

CHAPTER VI: RESEARCH FINDINGS ........................................................................... 44 

6.1 Need for performance prediction in cloud environments............................................... 44 

6.1.1 SLA violation issues ................................................................................................ 44 

6.1.2 Scaling resources in the cloud ................................................................................. 44 

6.1.3 Capacity and resource planning ............................................................................... 45 

6.2 Findings of the proposed model ..................................................................................... 46 

CHAPTER VII: CONCLUSION.......................................................................................... 49 

7.1 Limitations and Recommendations ................................................................................ 50 

REFERENCES ....................................................................................................................... 52 

APPENDICES ........................................................................................................................ 63 

Appendix 1: High Level Solution Diagram ......................................................................... 63 

Appendix 2: Hardware Configuration .................................................................................. 64 

Appendix 3: XenApp Server Configuration......................................................................... 65 

Appendix 4: XenApp Management Console (Apps Published)........................................... 66 

Appendix 5: Citrix Application Console .............................................................................. 67 

Appendix 6: CPU Utilization Graph .................................................................................... 68 

Appendix 7: Memory Utilization Graph .............................................................................. 69 



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 8 of 73 
 

Appendix 8: Ethernet Utilization Graph .............................................................................. 70 

Appendix 9: Outlook Application Utilization CPU & Memory .......................................... 71 

Appendix 10: Oracle HRMS CPU 7 Memory Utilization ................................................... 72 

Appendix 11: User Session Screenshot ................................................................................ 73 

 

  



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 9 of 73 
 

List of Tables  

Table 1: Sample collection for MS-Outlook ............................................................................ 37 

Table 2: Sample collection for Oracle HRMS ......................................................................... 38 

 List of Figures 

Figure 1: Bare Metal Hypervisor Architecture ........................................................................ 31 

 

List of Graphs  

Graph 1: CPU utilisation for MS-Outlook ............................................................................... 36 

Graph 2: CPU utilisation for Oracle HRMS ............................................................................ 38 

Graph 3: Average CPU Utilisation for Outlook users ............................................................. 40 

Graph 4: Average CPU Utilisation for Oracle HRMS users ................................................... 41 

  

 

  



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 10 of 73 
 

CHAPTER I: INTRODUCTION 

1.1 General Introduction about Machine Learning Algorithms and Complex Systems 

Machine learning has become one of the crucial topics in computing and serves to be 

one of the cornerstones of  the information technology sector. However, the functionalities 

of machine learning are concealed from rest of the computerised world. Machine learning 

becomes a dire need when complexity and adaptivity are considered. The need for machine 

learning algorithms arises when certain systems are complex and require the usage of large 

data sets. The factor of adaptivity also emphasises machine learning wherein programs 

should adapt and act as per the changes in the input (Example: Speech recognition systems) 

(Shalev-Shwartz & Ben-David, 2014). Machine learning aids in the identification of 

predicting future data with the purview of facilitating decision making under the 

circumstances of uncertainty.  Smola and Vishwanathan (2008) claim that the persistent 

expansion of data had compelled the need for computer aided smart data analysis systems 

that will further add up to the progress of technology. The context of machine learning in 

resource allocation and prediction of resource consumption in cloud and grids was studied 

earlier by Matsunaga and Fortes (2010). The research stated that the development of modern 

machine learning algorithms had idealised the abilities of computer systems to manage 

several parameters such as the size and speed of memory and storage, input data 

characteristics, CPU parameters and so on. In this purview, the impact of machine learning in 

evaluating the performance metrics of cloud based system is evident. 

The advent of virtual computing and cloud based services has changed the potentials 

of the information technology (IT) and IT-based businesses. Scalability and flexibility are the 

two main factors that make cloud computing so popular. These factors in addition pave way 

for reliability in the services offered to the end users (Ibrahim et al., 2010). Technology has 

impacted the traditional ways of computing wherein every business firm may possess 

dedicated servers to store huge amount of data and the applications that are required to 

manipulate stored data. However, with the evolution of technology, the need for supersized 

servers became the primary emphasis and several factors such as increasing data storage and 

operational convenience are inevitable as the sector progresses every day.  Cloud computing 

serves as the solution to manage the ever-increasing requirements of IT based businesses.  
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 Virtualisation of resources should comply with compatibility and performance 

standards (Joshua & Ogwueleka, 2013). However, performance metrics of these systems 

suffer from serious issues such as security, failure to recover cloud data, the increasing 

number of users and so on. The current study is restricted towards the performance 

benchmarking of virtual systems wherein the scope of the study will be completely focussed 

upon machine learning and the implementation of linear regression model for performance 

prediction.  

The question which must be considered: Is Machine learning technique a viable 

approach to calculate performance benchmarking in cloud based virtual environment? 

1.2  Research Questions 

Can machine learning algorithms be used as a technique to observe the performance 

complications of Enterprise cloud-based systems running on a virtual environment?  

1.3  Research Aim 

The main aim of the present study is to determine the feasibility of machine learning 

algorithms as a viable approach to observe the performance complications of cloud-based 

systems running on a virtual environment 

1.4  Research Objectives 

1. To find a model that can benchmark application performance by looking at esxtop 

values. 

2. To propose a model to alert system administrators on a possible permanent 

degradation of performance. 

3. To evaluate and conclude whether Machine Learning is a viable approach to the 

prediction of performance degradation in cloud 

1.5  Scope and Significance of Research 

The research shares significance in the implementation of a benchmarking technique 

to evaluate the performance of systems in cloud based virtual infrastructure. However, the 

scope of the current study is limited to the implementation of machine learning algorithms 

using linear regression model.  
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The next section outlines the organisation of the dissertation. 

1.6  Chapterisation of the dissertation 

This section provides a chapter by chapter breakdown of the dissertation: 

Chapter 2: THE LITERATURE REVIEW 

In this section, previous researches based on the purview of the current research study 

will be analysed. 

Chapter 3: RESEARCH METHODOLOGY 

This chapter will cover the research methodology which includes the type of 

methodology used in the research. In the present research, different machine learning 

algorithms are analysed and a suitable algorithm is selected for the study. 

Chapter 4: DATA COLLECTION/ EXPERIMENTS 

This chapter describes the process of data collection used in the research and the tools 

used to perform the investigation. The section explains in detail the type of system 

architecture used in the present research, and feature selection and modelling.  

Chapter 5: RESULTS 

Chapter 5 elaborates the results acquired in the present research. The use of a specific 

machine learning algorithm to predict fundamental performance degradation in cloud 

deployed application is expatiated and the results of the model are presented. 

Chapter 6: RESEARCH FINDINGS 

This chapter summarises the findings of the investigation and discusses to what extent 

the original aims of the research were met. The implications of problems encountered are 

discussed and suggestions for future work are made. 

Chapter 7: CONCLUSION 

This chapter concludes the present research summarising the entire paper and the 

necessity for future researches in the same context. 
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CHAPTER II: LITERATURE REVIEW 

2.1 Machine Learning Algorithms 

In the past years, there have been substantial investigations and rapid progresses in 

machine learning in computers and information technology. Anon (2012) elucidated the 

basics of machine learning with a simple statement, ‟predicting the future based on the past‟. 

The general idea of machine learning is based on the concept of analysing patterns from the 

past and predicting the future. Since machine learning is based on predictions, the problems 

associated with the same pertains to predicting values, yes/no responses, classes and ranking. 

Different algorithms such as Naive Bayes, the mean classifier, nearest neighbours and the 

Perceptron are employed to solve problems associated with machine learning. 

In light to machine learning and its applications, Harrington (2012) expatiated 

machine learning with real time examples. Machine learning is predominantly used in many 

sectors; however, the visibility of the same is hidden. It has profound applications in face 

recognition, handwriting digit recognition, spam filtering in email, and product 

recommendations in e-commerce applications. The implication of machine learning is stated 

as any field that requires data to be interpreted and acted upon can be benefited through 

machine learning. Machine learning uses statistical methods to predict values. Statistics and 

engineering principles are coupled in machine learning wherein engineering principles 

provide solution to problems and statistics determines the method of modelling the solution.  

The quintessence of machine learning lie in the prediction of time series values which 

are considered valuable in many fields. Ahmed et al. (2010) emphasised the importance of 

machine learning algorithms as the means to time series forecasting. The study considered 

several machine learning algorithms such as Bayesian neural networks, multilayer 

perceptron, radial basis functions, neural networks (also called kernel regression), generalized 

regression, K-nearest neighbour regression, and CART regression trees, support vector 

regression and Gausian processes and compared the efficiency of these systems in terms of 

performance. The results of the study revealed Gaussian process regression and multilayer 

perceptron as the best performing algorithms. However, the efficiency of machine learning 

algorithms depends on data representation. Bengio et al. (2014) studied the concept of 

representation learning which could be used to extract the required information in systems 

which in turn aids in classification and prediction. The previous research bases on deep 
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learning that leads to the extraction of abstract information which however are powerful 

representations of data.  

The essence of machine learning can be predominantly found in applications 

associated with web based manipulations. Awad (2012) studied the use of machine learning 

algorithms like SVM, KNN and GIS to resolve the web page classification problem. The 

exponential growth of web pages eased the experience of users who search for information. 

However, this increases the complexity of managing the web pages (optimising web pages 

and ranking) and target information will be hindered from deliverance to users. This is 

mitigated with the aid of two techniques:  hierarchical browsing and keyword searching. The 

varying quality and the information content affect the target information, and the organisation 

of the pages does not facilitate simple search. In order to manage the issue, different machine 

learning algorithms are applied which include k-nearest neighbour (k-NN algorithm), 

Bayesian algorithm, support vector machine (SVM), neural networks, and decision trees. 

Chen and Zhang (2014) demonstrated the challenges, techniques and applications of 

Big data in which machine learning shares a significant part. The study displays the relation 

between Big data problems and other fields of computing.  Researchers claimed that the 

exploitation of Big data with the aid of machine learning techniques may prove useful to the 

field of commerce and business applications as immense data can be extracted from Big data. 

In addition, the study also states that Big data management in cloud computing will progress 

in the long run since Big data problems, when addressed provide potential developments to 

cloud systems.  

Aleem et al. (2015) claimed that machine learning can be used as an efficient tool to 

detect software bugs. The previous research stated that machine learning algorithms have 

wide scope in extracting useful information and solve problems where less information is 

prevalent. This is in line with the context of issues related to the software domain wherein 

learning is characterised by constant changes in the system in accordance to circumstances. 

With this purview, machine learning could be implemented as a predictive model to analyse 

useful data. Machine learning helps in the extraction of information after classification which 

in turn aids in the analysis of collected data from different perspectives. In light to this 

context, the study utilised software modules and different machine learning algorithms to 

study the different datasets with the purview of predicting software defects. The results of the 

study conveyed that machine learning deemed to be useful over the software bug datasets.  
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2.2 Machine Learning in Cloud Computing Systems 

Though the practical applications of machine learning are profound in many fields, its 

predominance can never be neglected in the field of cloud computing. In this context, 

Khanghahi and Ravanmehr (2013) studied the challenges associated with the performance 

evaluation in cloud computing. Cloud computing resources should be compatible with end 

user systems and must comply with power and performance factors. High performance is one 

major issue that should be addressed with top priority. This includes performance of services 

that have high influence on end users and service providers. Performance evaluation includes 

assessing the factors such as network capability, number of processes (I/O) that can be 

processed per second, average waiting time per unit time, throughput, CPU utilisation, and so 

on. Paliwal (2014) elucidated the challenges pertaining to performance issues in cloud 

computing wherein three cloud models: Software as a Service (SaaS), Platform as a service 

(PaaS) and Infrastructure as a Service (IaaS) are investigated and explored. The distinctive 

features of cloud computing systems are explored which include scalability, resilience, 

elasticity, multiple tenancy and workload management. Performance based hindrances in 

cloud deployments are related to the distinctive features of cloud systems wherein the 

predominant features are availability, performance, scalability and performance. Advanced 

data analytics, according to this study is considered to be the feasible way to cater better 

performance in cloud based systems.  

Yet another study by Zia and Khan (2012) identified the key challenges with respect 

to performance in cloud computing and revealed that functional and technical challenges pose 

serious threat to the performance of cloud systems. Cloud systems should be uniform to 

provide better quality of service. This includes functionality of the software, power and 

bandwidth factors. However, utilisation of cloud resources may sometime result in functional 

and technical complexities such as resource access issues, dynamic discovery and so on 

which are all performance related issues. The study identified various challenged in cloud 

computing systems which include storage allocation and services, scaling, scheduling, 

location of data centers, SQL query processing and architectural constraints. The roles of 

cloud providers are discussed and the features which affect the performance of cloud systems 

were identified more generically. Performance of cloud based systems should be managed 

with methods that imply low cost and better quality of service.  
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The aforementioned researches all emphasise the need to study the performance 

issues related to cloud based systems. Ardagna et al. (2014) with the same purview studied 

the challenges associated with the management of quality of service of cloud based systems 

based on resource allocation with respect to performance, reliability and availability. 

However, the study concluded with the notion that the emergence of different technologies in 

cloud based systems makes the analysis of service quality difficult. Several previous studies 

had focussed on hybrid models which impart the use of queuing models and machine learning 

techniques. The significance of queuing models lie with the knowledge of system network 

and the infrastructure which in turn provides precise predictions on performance.  

2.3 Machine Learning in Anomaly Detection Systems 

In addition, several researchers had identified the potentials of machine learning in 

anomaly detection systems with the purview of implementing security over the cloud. Bhat et 

al. (2013) proposed an anomaly detection system with the aid of machine learning algorithms 

for virtual machines on the cloud. According to the report on Internet security (Computer 

Economics, 2007), the number of attacks over internet resources has increased over the years 

and has led to financial losses. Further, these attacks are targeted on cloud computing 

resources. The proposed model of the study detects any intrusion or anomaly in the system 

which occurs in parallel with the training of the system. The research incorporates the use of 

Naïve Bayes Tree Classifier and a hybrid approach of Naïve Bayes Tree and Random Forest 

(Bhat et al., 2013). In the same context, Gander et al. (2013) uses complex machine learning 

procedure and event processing rules to detect anomalous behaviour of the system that is 

being monitored by populating the metrics specific to the users. The researchers consider the 

application of existing anomaly detection tools to have two-fold problems. Firstly, existing 

solutions for anomaly detection over the cloud do not detect specific attacks. Secondly, the 

focus of these tools is specific to only a single layer of network abstraction. This emphasised 

the need for a monitoring service that renders security to all facets of network. Anomaly 

detection is coupled with the use of machine learning algorithms (García-Teodoro et al., 

2009). The proposed model facilitates the monitoring of real time anomalies that occur in 

cloud based infrastructure, especially those that occur in any layer of the networked system 

(Gander et al., 2013).  A survey by Haq et al. (2015) focussed on the deployment of machine 

learning algorithms in the detection of anomalies and intrusion in cloud based systems. With 

the purview of analysing the current trends in implementing machine learning for intrusion 

detection in cloud systems, the study considered the essence of 49 related literature studies 
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and the emphasis is directed towards the classifier design (single, hybrid and ensemble). 

Related conventions such as the comparison of classifier algorithm, the datasets used and the 

core experiment modules of previous literature (49 studies) were explored and analysed.  

 On the contrary, a survey by Ahirwar et al. (2014) stated that statistical anomaly 

detection techniques are more efficient than machine learning approaches. The study 

surveyed the different types of anomaly detection techniques and generalised them into three 

categories namely statistical, data mining based and machine learning based anomaly 

detection. The study discerned the fact that statistical anomaly detection technique is the most 

efficient anomaly detection technique than the other two techniques. This is extended by the 

fact that this technique does not require prior knowledge about intrusion or previous patterns 

of intrusion and recent anomalies can also be detected. 

Machine learning is closely related to pattern classification which in turn is related to 

Support vector machines. Hsu et al. (2003) elaborates the concept of support vector 

classification and support vector machine.  Support vector machines (SVM) are used for the 

purpose of data classification. Its functionalities could be used easily rather than the 

traditional neural networks. The basic understanding of SVMs begins with the term called 

„classification‟ which means separation of data into training and testing datasets. Every 

instance of the training set includes a target value and attributes. SVMs function with the 

basic idea of developing a model based on the training data which forecasts the values of the 

test data provided the attributes of test data are given. SVM operates in two steps: Data pre-

processing and model selection. Data pre-processing implies representation of data in the 

form of categories and model selection implies the selection of an appropriate model 

applicable as per the requirement. A study by Luts et al. (2010) formulates the functionalities 

of SVM in pattern classification. The study incorporated the approaches that could be used to 

perceive data and predict future data. SVMs act as tool to balance risk minimisation and 

model complexity. SVM classifiers are widely used in the field of bioinformatics and other 

related disciplines due to the fact that these classifiers are of high accuracy, flexibility in 

modelling several data sources and the capability to operate with data such as gene 

expressions  (Scholkopf et al., 2004).  According to Shawe-Taylor and Cristianini (2004) and 

Scholkopf  and Smola (2002), SVMs fall under the grouping of kernel methods which means 

an algorithm that operates only on dot-product data. SVM is utilised in intrusion detection 

systems with limited data wherein data dimensions do not affect the accuracy. A study by Li 

and Liu (2010) displayed an intelligent module that functions in support to intrusion detection 
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and prevention system with the aid of SNORT and firewall. In this study, SVM is used with 

the SNORT to improve the efficiency of intrusion detection system. In a study by Ajila and 

Bankole (2013) the significance of SVM as a prediction model is emphasised. The study 

envisions the need for predicting future demands of resource before proffering service level 

agreements to end users. With this purview, the study proposed cloud client prediction 

models for TPC-W benchmark web application with the aid of three machine learning 

techniques namely Support Vector Machine (SVM), Neural Networks (NN) and Linear 

Regression (LR). SLA metrics such as the response time and throughput are also included in 

the study with the purview of more robust scaling and decision. The results of the study 

revealed that SVM provided best prediction other than the other techniques. Yet, Fletcher 

(2012) also revealed that SVM provides high level of accuracy in terms of prediction which 

implies that SVM considers even microstructural effects. 

One of the most predominant services in cloud systems is the Infrastructure-as-a-

Service (IaaS) which enables end users to utilise resources through lease. The advent of IaaS 

provides application service providers to manage resource needs in a cost effective way 

which implies reduced complexity of maintaining a separate physical infrastructure. Multiple 

users can share cloud systems through virtualisation of cloud resources that helps in the 

isolation of services to end users (Barham et al., 2003). However, anomalies in cloud based 

systems may occur due to reasons such as issues in resource management, and software and 

hardware systems. These issues arise only during large scale implementation and execution 

since developers would have tested the systems offline or with small scale implementation. 

System administrators may find the task of identifying bugs and performances issues in 

virtual machines complex. These issues led Tan et al. (2012) to propose an anomaly detection 

system called PREdictive Performance Anomaly pREvention (PREPARE) system for 

virtualized cloud systems. The proposed system combines the functionalities of anomaly 

detection and prevention of virtualisation based complexities which on the whole prevents 

anomalies with respect to performance in cloud based systems. PREPARE uses machine 

learning algorithms to achieve early anomaly detection before any issue induces a 

performance anomaly. The use of statistical learning algorithms to identify anomalies in 

cloud systems stem from the study by Bodík et al. (2009) which states that the shortcomings 

on performance of complex real world systems could be addressed with the aid of machine 

learning algorithms and statistical models. The previous study demonstrated the capabilities 

of statistical machine learning algorithms to model the training space and the use of a closed-
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loop framework to automatically control changes in Internet applications. The study provides 

valuable insights to researchers on the collaborative study of machine learning, control theory 

and cloud systems.  

2.4 Performance Benchmarking  

With the increase in the number of cloud users increases the need for benchmarking 

the performance of cloud based services. This includes performance assessment of cloud 

infrastructure which ultimately decides the retaining of cloud users. In addition, cloud 

services could also be improved through these benchmarks. According to Hanbury et al. 

(2012) , benchmarking is deemed to be a predominant technique in the analysis and retrieval 

of information With this purview, Folkerts et al. (2013) identified one of the approaches to 

benchmarking in Cloud based systems. The core principle behind cloud benchmarking lies 

with careful consideration of performance and cost of service. The steps involved defining 

actors and the System under Test (SUT) which includes a number of black boxes and 

unstable components.  Use cases were developed and analysed wherein it is inferred that 

benchmarking plays a vital role in performance of cloud based services. The premise of the 

study provides new insights for scenario based benchmarking. In the same context, Iosup et 

al. (2013) studied the approaches and challenges in benchmarking cloud applications. The 

study utilises an approach for benchmarking IaaS based cloud services and discusses the 

challenges in implementation of the same. The study also emphasised the need for testing 

other than traditional black box and isolated-user testing. Four classes of challenges with 

respect to benchmarking are discussed: methodological, system property-related, workload 

related, and metric-related. Other factors that are emphasised with the previous study are 

benchmarking models that should be more domain-centric and should elasticity and 

variability metrics. 

A similar study by Kang et al. (2012) further elucidated the detection of performance 

anomalies in cloud based systems. Service Level Agreements (SLA) plays a vital role in 

cloud service contracting in which cloud providers describe the information about type of 

services and performance metrics to the cloud users. This implies the cloud provider to serve 

precisely the resources that are stated in the contracted service level agreements with 

necessary capabilities such as power, bandwidth and so on. However, with the ever-

increasing technologies and increase in the number of cloud users, cloud providers find the 

provision of adequate resources with the stated capabilities in the SLA to users to be 
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complex. This in turn causes violations in SLA. In order to mitigate such issues, the study 

utilises a new performance diagnostic framework, known as the DAPA which helps system 

administrators to analyse issues with respect to performance anomalies and the sources of 

SLA violations. The system proposed by the study utilises several statistical approaches to 

analyse the relationship between performance of the application and the performance metrics 

of the virtual machine. The study implemented a prototype DAPA on a cluster of virtual 

machines in order to diagnose SLA violations in an enterprise application. The results of the 

study revealed that DAPA framework could analyse the attributes that are found to be 

suspicious in performance interference of virtual machines and physical systems which in 

some way or another is related to violations of SLA.   

An association between performance benchmarking and machine learning is explored 

by many researches and the study by Farias et al. (2013) further discerned the estimation of 

SQL query and response time in the cloud.  A majority of cloud based services pertain to 

assessing data, hence database management is considered to be valuable in powering the 

applications that form the critical elements of cloud software heap. Since organisations 

require the quality of service guarantee in the service level agreements (SLA), it is deemed a 

necessity for cloud providers to offer SLA with adequate information about performance 

which is closely related to estimation of time and resources. Specific to DBMS systems, 

cloud decision making could be facilitated if the estimated time for the execution of incoming 

query is known or is predicted before. A model system is proposed to address the issue of 

predicting execution time of query before execution which is treated with the aid of machine 

learning algorithms. The results of the study discerned the quick prediction of query response 

time. However, errors arise which are negligible in the context of the research.  

A study by Amannejad et al. (2015) explains the need for machine learning based 

interference detection techniques to address the issues of performance interference in cloud 

based systems. It becomes evident with the increasing number of cloud users web services 

have become highly dependent on cloud based systems. The problems are often associated 

with virtualisation of physical machine to users with the aid of virtual machines. It is deemed 

that the performance rate of cloud based systems based on the functionalities of the physical 

system can be inferred through the detection of clock cycles per instruction. However, this 

facility is restricted to the end cloud users who will therefore be unable to access such 

metrics. The access of end cloud users towards performance assessment is limited to metrics 

of virtual machine such as the transaction response times. In this study, the complexity in the 
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detection of interference to cloud performance is addressed with the aid of a machine learning 

interference detection approach. The concept behind this approach is to use a collaborative 

filtering technique that assesses whether a transaction processed by a web service is affected 

by/ suffering from interferences. The results can be used to facilitate remedial actions through 

reporting. The study claims that the proposed model detects 96 per cent of interference issues 

with very negligible false alarms.  

Issues in relation to virtualisation had been studied by number of researchers in 

addition to the aforementioned research by Amannejad et al. (2015). In light to the same 

context, Nirmala and Sridara (2015) proposed a model that utilises the particle swarm 

optimisation technique based on k-means++ machine learning algorithm. Virtualisation is the 

concept of isolating virtual machines that literally run on a single physical machine. Such 

isolation normally poses serious issues with respect to performance wherein the isolation of 

performance does not occur as per the design of the virtual architecture. This implies 

performance degradation wherein the performance of one system may be degraded by the 

applications that run on other virtual machines. Further, performance degradation is coupled 

with execution time that is performance issues may affect the execution time. In turn, 

increased execution time leads to degraded throughput. Considering the implications of these 

issues, the study implemented particle swarm optimisation technique based on k-means++ 

algorithm. When compared with other approaches, the proposed model provides better 

throughput with reduced execution time and cost.  

Vazquez et al. (2014) compared five different performance benchmarking tools to 

assess the performance of cloud systems. Cloud systems provide services such as computing, 

networking and storage access and the access to these resources is through virtual 

environments. The perspective of computer professionals over the years is to scale resources 

according to user requirements provided such scaling does not degrade the performance of 

the system. The need for benchmarking is emphasised by end cloud users to assess the cloud 

environment that is committed by the cloud service provider. With this purview, the study 

compares the functionalities of five different performance benchmarking tools which include 

CloudCmp, CloudStone, HiBench, YCSB, and CloudSuite. These tools assist in the 

assessment of workloads and cloud computing services.  In the selected tools, HiBench is 

used as a benchmark aid that particularly aims in the elements of Hadoop framework. 

MapReduce and database component (HDFS) is exercised through the assignment of realistic 

workload. Benchmarking tasks of HiBench is categorised into microbenchmarks, machine 
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learning tasks, web search and HDFS benchmarks. The paper however concludes with 

general implications that selection of proper services for benchmarking is deemed a necessity 

for cloud based systems.  

2.5 Summary 

Previous studies were analysed with the purview of elucidating the role of 

performance benchmarking in virtual infrastructure using machine learning algorithms. 

According to a number of researches, it is deemed that performance benchmarking is 

inevitable in many situations of conventional computing. Computing evolved from traditional 

standalone physical datacenters specific to an organisation to cloud based computational 

systems. However, different issues arise in cloud based systems which are generally centred 

on performance. Khanghahi and Ravanmehr (2013) and Paliwal (2014) elucidated the 

complications in cloud based systems which provided further premise to increasing the 

performance of these systems. Since performance and performance benchmarking become 

the premise of interest for the present study, machine learning algorithms are utilised to 

automate the function of performance benchmarking in Cloud systems and virtual 

infrastructure. The profound uses of machine learning extend from computing to other fields 

such as science, finance and so on. A significant functionality of machine learning algorithms 

is the forecasting of time series. Ahmed et al. (2010) and Bengio et al. (2014) further studied 

the significance of machine learning algorithms in finance related predictions such as stock 

volatility and price prediction. The scope of machine learning is vast; however, in this 

context, machine learning will purely be studied in the context of cloud computing and 

virtual infrastructure. Anomaly detection in cloud based systems is another predominant area 

of operation of machine learning algorithms. Similar to anomaly detection, performance 

degradation could also be identified through machine learning algorithms. Further, the 

perceptions of machine learning are focussed on performance benchmarking with the aid of 

SVM. Several benchmarking tools were elucidated by Vazquez et al. (2014) which includes a 

machine learning tool for performance benchmarking. This further intrigues the researcher to 

use machine learning algorithms as a tool for performance benchmarking in cloud systems 

running in virtual environment. 

2.6 Motivation of the study  

 Performance degradation and the mechanisms to identify the same have been 

conducted by a number of researchers. Ipek et al. (2006) in a study utilised ANN techniques 
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as a mechanism to predict memory and CPU performance through cross-validation. However, 

Lee and Brooks (2006) used regression models to forecast power and performance usage of 

applications in the SPEC2000 and SPECjbb benchmarks. Khan et al. (2007) claimed 

predictive modelling to mitigate the problems of prediction accuracy in CMP. Dubach et al. 

(2007) focussed on utilising linear regression and neural networks as a combined model to 

predict performance degradation in micro-architectural systems. All the previous studies 

motivated the present research to further narrow down and use any of the machine learning 

algorithms to predict performance in terms of CPU usage in cloud based system applications. 

2.7 Research gap 

The prospects of linear regression have been discussed by many previous researchers 

with special emphasis laid upon SVM and ANN as machine learning algorithms; however, no 

literature has utilised linear regression to reveal performance degradation in Cloud 

environment. Hence, the present study focuses on simple linear regression algorithm as the 

proposed model to identify performance degradation in cloud based environment.  
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CHAPTER III: RESEARCH METHODOLOGY 

 In cloud based systems, it is a dire necessity to determine the quality of service and 

the check periodically whether the aspects of service level agreements are met. Software 

applications running in the cloud which are memory intensive are required to be monitored so 

as to identify possible performance degradation which may occur with the increase in the 

workload. Performance prediction in cloud environments is a task of great importance since 

degradation due to excessive or overload could not be identified during the development 

phase where software testing and debugging are not potential enough to identify errors that 

occur due to unpredicted events. Software degradation issues occur after deploying 

applications in the cloud. Though new errors due to memory and CPU overload shows up in 

the future, it is deemed to affect the quality of service rendered by the service provide which 

over time degrades the services (van Hoorn et al., 2009). In the modern era of computing, 

grid level operations are replaced with cloud based architecture wherein software 

performance is a crucial issue. The definition for performance engineering by the ITIL is the 

set of skills, practices, tools and techniques used in all phases of software cycle to ensure the 

delivered solution to meet the requirements of the solution in terms of performance (Orand, 

2011).  

 Barber (2006) claimed certain goals of performance management which include 

increase in the revenue which is triggered by timely software responses, software  does not 

crash due to issues in performance, software refactoring should not occur due to performance 

degradation, and frequent update of new software with old one due to performance issues. 

However, in the client side, performance degradation prediction should be a mandatory 

process so as to identify issues that may occur due to overloaded usage of cloud deployed 

applications.  Okanovic and Vidakovic (n.d.) claims three processes of performance 

management which are common for both service providers and the client users- service level 

management, capacity management and problem management.  Performance management 

data should be collected so as to provide a realistic image of the cloud service. Hence, a 

system to monitor software performance is essential since this system provides necessary 

data. Furthermore, a system proposed to identify performance degradation should be very 

little affecting the performance of rest of the system. The present study hence discerns that 

with certain data collected as performance metrics, trend analysis could be performed which 

aids towards predicting the future performance of the software application.  
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 In this regard, the present paper utilised linear regression model for performance 

prediction and trend analysis in cloud deployed applications.  

3.1 Machine Learning Approaches 

Performance analysis and troubleshooting have heavily used machine learning 

techniques. The CARVE project makes use of simple regression analysis for predicting the 

performance impact of memory allocation to VMs. Regression is used by Kundu et al. (2010) 

to map a resource usage profile received from a physical system to one that can be used on a 

virtualized system. But the accuracy of regression analysis is poor when it is used for 

modeling the performance of virtualized applications under different levels of resource 

contention. Tree-Augmented Bayesian Networks were introduced by Cohen et al. (2004) to 

identify system metrics attributable towards SLA violations. An administrator is enabled to 

predict if certain values for specific system parameters are indicators of application failures 

or performance violations. Bayesian networks are used to construct signatures of performance 

problems based on performance statistics and clustering similar signatures to support 

searching for previously recorded instances of observed performance problems (Cohen et al., 

2005). The usefulness of Bayesian classifiers are challenged by Bodik et al. (2010) and they 

used logistic regression with L1 regularization to compute the metrics relevant to fingerprint 

computation. It was effective for automatic performance crisis diagnosis and it facilitated 

remedial actions. These techniques help in bottleneck identification and predicting whether 

certain resource usage and/ or application metrics would lead to SLA violations. How much 

SLA violation would be incurred or how resources should be allocated to prevent future 

violation are the issues which are unaddressed. Performance prediction can be addressed the 

following way – given a set of controllable/observable parameters, what would the 

application‟s performance be? It can later be used within an optimized resource allocation or 

VM sizing framework. The use of fuzzy logic is considered by Xu et al. (2008) to model and 

predict the resource demand of virtualized web applications. The VCONF project used 

reinforcement learning with ANN to tune the CPU and memory configurations of a VM to 

achieve good performance for its hosted application (Rao et al., 2009). CPU resource was the 

target of these solutions.  Memory and I/O contention will also be addressed here. ANN 

models are applied to address “what-if” questions. The initial application of ANN was 

promising but it revealed several limitations of its applicability (Kundu et al., 2010).  
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 The parameter to capture I/O contention in shared storage platform can make way for 

arbitrary inaccuracy in the model. Constructing a single model encompassing the entire 

parameter space in a multi-dimensional model is defective. Initially ANN and subsequently 

new modelling techniques were discussed. The new techniques should overcome earlier 

limitations and come up with a set of real-world virtualized server benchmarks.  Few models 

can be used for accurate VM sizing. The power of both ANN and SVM approaches to 

machine learning is explored. SVMs are normally used as a strong classification technique, 

but SVM based regression (SVR) is popularly used in systems data modelling. SVR was used 

in order to build models to predict response time given a particular load for individual 

workloads co-hosted on shared storage system (Uttamchandani et al., 2005). It has also been 

used to model power consumption as a function of hardware and software performance 

counters (McCullough et al., 2011). SVR was not used for performance prediction of 

virtualized applications earlier. However, the present research hypothesises that Linear 

Regression could be used as a preliminary performance degradation prediction algorithm.  

The present study adopted the use of linear regression algorithm as a model to predict 

responses in a quantitative manner. The application of linear regression has been in existence 

for years in many applications and has served as the premise for the development of modern 

statistical machine learning algorithms (James et al., 2013). The prospects of linear 

regression are not completely utilised in machine learning wherein other concepts such as 

SVM and ANN are widely used. These inferences motivated the researcher to focus in the 

present paper on linear regression to forecast CPU utilisation and performance degradation in 

cloud environment. Linear regression is identified to be more superior to other regression 

types such as Gaussian processes as disk I/O prediction becomes more accurate in linear 

regression (Ahmad & Bowman, 2011). 

3.2 Linear Regression 

In computer parlance, the most commonly used dynamic resource management 

approaches used are linear regression, support vector machine (SVM), and artificial neural 

network (ANN). In general, linear regression is the basic algorithm that acts as the baseline to 

SVM and ANN algorithms. However, in some cases, system specific features that are 

generated by the SVM and ANN are also captured by linear regression (Fiala, 2015).  
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In the field of machine learning, especially as in the case of supervised machine 

learning, the classification and regression are two divisions. While the output for 

classification based problems are based on discrete class labels, regression learning is based 

on the prediction of continuous quantities (Rasmussen & Williams, 2006). 

Linear regression is the simplest yet most efficient statistical technique used to 

determine the scores of a dependent output variable (Y) through the score of the independent 

variable (X). Since independent variables could significantly predict the values of dependent 

variable, this regression approach could be used to create the equation of linear approach to 

predict the values of Y (output and dependent) from X  (Heatherlench, 2010) . In regression, 

the aim is to map one real-valued space to another. Linear regression is identified to be the 

simplest type of regression: more effective and more efficient (Hertzmann & Fleet, 2010). 

The linear regression algorithm finds the linear hyperplane which is generalised by the 

equation of the straight line  

‘y=mx+c’. 

The time taken for prediction is O(1) once the linear model is defined. The application 

of the linear regression algorithm is deemed to be significant in machine learning approaches 

and is used in many algorithms such as Support vector machines (SVM) and Locally 

Weighted Projection Regression (LWPR) (Matsunaga & Fortes, 2010).  

3.2.1 Linear regression and CPU utilisation prediction 

Prediction of future resource constraints is deemed to be a necessity in the 

management of cloud based resources. The consumption of CPU resources which is denoted 

by the percentage of CPU utilisation is calculated in the present study wherein the input data 

(X) could be number of users (MS-Outlook application) or order lines per day (Oracle 

HRMS). The linear regression model proposed in the present study predicts CPU utilisation 

according to the history of past CPU utilisation over a month ago. The proposed algorithm 

uses linear regression method as a prediction function.  

        

Wherein for each value substituted for „x‟, the value for the variable „y‟ which is CPU 

utilisation will be calculated. The function displays the relationship between the current CPU 

utilisation and future utilisation which is elaborated in the pseudo code given below: 
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Linear regression CPU prediction algorithm 

Input: x, number of users/ order lines per day 

Output: CPUPredict 

1. // approximately predict the CPU utilisation percentage based on past CPU 

utilisation 

2. For i=1 to k do 

3.    ∑             ∑        

4.         

5. // where ‘m’ is the slope and c is the ‘y-intercept’ 

6. End For 

7. //use the linear regression function  

8.                    

9. Return CPUPredict 

In the algorithm presented above, the value of input is the number of users/ number of 

orderliness per day for which the CPU utilisation percentage is to be predicted. In such as 

scenario, the slope and y-intercept (m and c respectively) are calculated with the mean value 

of variables X and Y wherein historical data is collected for a period of k = 31 days. 

Calculating the values for „m‟ and „c‟ from past data, the CPU utilisation could be predicted. 

Merely substituting the value of x in equation 8 of the above pseudo code will reveal the 

predicted CPU utilisation value and the function will be used to forecast the same on the 

utilisation of all Virtual Machines in the host.  
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CHAPTER IV: DATA COLLECTION/ EXPERIMENTS 

The main objective of the present study is to devise a performance prediction model 

which analyses the utilisation of a system metrics in the past and provides performance 

degradation alerts when the number of users exceeds the preferred limit. Such a process 

involves understanding the system metrics, the analysis of these metrics with the utilisation 

rate and then forecast the CPU utilisation rate for a number of users. In this context, several 

previous researches were reviewed and the analysis of those articles is described in the 

previous sections. However, the following section will discuss the overview of cloud 

architecture, the materials and methodologies, model training, the type of analysis technique 

incorporated, and the concepts used in the study. Lastly, the proposed linear regression 

algorithm is presented. 

4.1 Overview of Cloud architecture 

The evolution of modern computing strategies in line with the development of cloud 

based systems has provided adequate space for the emergence of virtual machines (VM). 

VMs in cloud architecture operate with the execution of an operating system that is isolated 

from a single physical machine. A single physical machine could hold a number of virtual 

machines running on it (applications, memory and OS isolated for different virtual machines). 

The advantages of using virtual machines include increased resource allocation, easy 

administration and lowered power consumption. Furthermore, such utilisation of physical 

resources enables end users to obtain on-demand computing resources. The implementation 

of a virtual system is facilitated with the aid of a hypervisor which allocates resources to 

VMs. The hypervisor is a software layer that lies between the physical system and the VMs. 

Resources such as memory and peripheral software are allocated to physical machines 

through the hypervisor. Furthermore, the hypervisor system is in charge of isolating a virtual 

system in such a manner that the functions of a VM are envisioned as if it is running on its 

own hardware. Virtualisation is the key in the isolation of virtual hardware devices such as 

CPU and memory which is facilitated by hypervisors. As mentioned earlier, hypervisor is a 

software layer with more than 100,000 lines of code (Perez-Botero et al., 2013). 
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Figure 1: Bare Metal Hypervisor Architecture  

 

 

 

 

 

 

 

 

 

Source: Adopted from Pawar and Singh (2015)  

4.2 System architecture 

The present study imparts the use of machine learning for the prediction of 

performance degradation and CPU utilisation rate in Cloud environment. Hence the following 

concepts are described- VMware, Citrix XenApp, ESXi, and esxtop.  

VMware- A complete virtualisation suite that provides services such as virtualisation, 

management of cloud infrastructure, optimisation of resources, availability of applications 

and the automation of cloud operations. The infrastructure setting of the suite enables the 

virtualisation and aggregation of physical resources across different systems and creates a 

virtual resource pool to the datacentre in a virtual environment. Additionally, distributed 

services such as policy driven resource allocation and consolidated backup of the datacentre 

are also integrated within the suite. The main aim of integrating all the services in a single 

suite is to establish cloud services in a cost effective manner (VMware, 2007).    

Citric XenApp- Citrix is the leading industry which provides „XenApp‟, a solution for 

application delivery which enables remote accessing of windows application from any 
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internet enabled device over any network. The datacentre is secured to protect applications 

and desktops which in turn enhances corporate security (Citrix, 2014).  

VMware ESXi- It is a layer that run on physical servers to virtualise processor, 

storage, memory and resources into many virtual machines (VMware, 2011). 

esxtop- It is a command based tool which is used to show the usage of CPU as world 

and group entities (Baca, 2013).  

The present study used 4 HP Blade servers configuration for which the configuration 

is as follows: 

Model: HP ProLiant BL460c Gen8 

16CPUs x 2.6999Ghz 

Intel(R) Xeon (R) CPU E5-2680@ 2.70 GHz  

Processor Socket- 2 

Cores per Socket- 8 

Logical Processor 32 

Hyper threading Active Memory 

196GB Physical memory 

VMware vSphere 5 Enterprise plus is used for the provisioning of virtual machines. 

The Enterprise plus edition holds a range of features which transform data centres into virtual 

infrastructures that are flexible for modern application. The operations management 

capabilities tend to reveal the issues in performance and optimisation of resources through a 

single unified console (Haddara & Zach, 2011).The suite is licensed to be installed in two 

physical systems. Citrix XenApp is installed in all the VMs and only the four specific cores 

(0-3) of the VMs are used leaving others idle. The virtual disks for the VMs are installed on 

VMware‟s clustered file system (VMFS) and ESXi is also installed in the same system 

(VMFS). The VMFS system is a high performance, scalable, and symmetric file system used 

to host VMs on a shared storage block. The system utilises clustered locking protocol using 

storage links (Vaghani, 2010). Storage constraints were met using HPE 3PAR StoreServ 

7000 Storage which aids storage of information on a single system supporting advanced 

features such as tier automation and storage federation. A separate physical machine is 

allocated for the VMware vSphere client to manage the resources of individual VMs. The 

statistics of the system utilisation is acquired using the esxtop utility. The esxtop is a useful 

command to troubleshoot and understand the virtual environment. Similar to the Linux's top 

command, esxtop provides real time statistics of the virtual environment with respect to 
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resource planning and utilisation within the ESXi command-line interface (Preston, 2013). 

The collected data is analysed using a separate HP blade server machine with quad-core Intel 

2.7 MHz dual core processor, 8 GBs of physical Memory, 7.2k rpm disk, with Ubuntu-Linux-

10.10. The modelling tasks were performed using this machine. Data is collected from live 

production environment and the process of data collection is done for a period of one month.  

4.3 Model Training  

A hypervisor is also known as virtual machine monitor (VMM). This is responsible 

for the allocation of certain resources such as CPU, memory capacity and disk bandwidth to 

the virtual machines. High levels of virtualization lead to allocation of resources to VMs 

through measuring the performance metrics such as throughput and response time. In order to 

acquire the performance metrics of the virtual architecture, periodical recording of the 

system‟s parameters should be performed to acquire data sets. This procedure is also known 

as model training.  After the training data sets are acquired, a model should forecast the 

performance which can be achieved through the certain values assessed from the recorded 

parameters (Kundu, 2013).  

However, no model till date has been developed to benchmark performance metrics 

which could be used to provide service level alerts to system administrators when a potential 

degradation of performance is observed. There is no feasibility in acquiring various 

dimensions of inputs by the machines, process them and act intellectually during critical 

times. Many researches have been done in this area of which a good number of works 

emphasized on application performance prediction based on low level performance counters 

which are related to cache allocation, miss rates and usage(Stewart et al., 2008; Doyle et al., 

2003). It is difficult to utilize such models in virtualized environments since hardware 

performance counters cannot support at the VM granularity is not available generously in 

production hypervisors. An opportunity is available to model the performance of an 

application with regard to size of the VM or underlying hardware resource allocation being 

provided by virtualized environments. It is possible to change the resources allocated to a 

VM in an online manner since they are fungible. Hence, the perceptions of the current review 

focus on the statistical data analysis of the system centric performance metrics from the past 

experience of the machine.  
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4.4 Feature selection and data collection 

The selection of features for the present research utilised the esxtop command line 

tool to acquire CPU utilisation data. Two datasets are collected in the present study wherein 

two workload applications are considered (Oracle HRMS and MS-Outlook). Using esxtop, 

the CPU utilisation percentage is obtained for a period of one month (31 days). The variables 

for Oracle HRMS dataset are number of order lines per day and CPU utilisation and the 

variables for MS-Outlook are number of users and CPU utilisation respectively.   
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CHAPTER V: RESULTS 

In simple terms, regression analysis is a method used to investigate the relationship 

existing between variables. In the present study where virtualization parlance is considered in 

cloud environment, the relationships that exist between variables are as follows:  

I. Number of sessions versus memory utilization 

II. Physical input/ output operations versus the utilization of subsystems 

There are different types of regression relations which on a broad context are 

classified as linear and non-linear regression, and simple and multiple regression (Payne, 

2012). In the present study, the simple linear regression technique is used. In linear 

regression, the aim is to identify the relationship between two variables wherein the general 

formula is similar to that of the straight line formula which is as follows: 

Y= mx+ c 

Where C is the y-intercept of the line and m represents the slope. Additionally, „y‟ is 

termed as the dependent variable, target variable or response, „x‟ is defined as the 

independent variable and „c‟ is the unknown error or noise. The values of „m‟ and „c‟ are 

unknown whereas the values of the dependent variable (y) and independent variable (x) are 

known quantities (Meinshausen & Kunsch, 2016).    

For the analysis of performance, the present study uses linear regression model 

wherein the research hypotheses the presence of relationship existing between two system 

metrics such as “user calls” and “utilization of CPU/ CPU usage”. In testing, the value of 

CPU / memory is to be predicted using “user calls” and hence „user calls‟ is taken as the 

independent variable or predictor whereas the value to be predicted is taken as the dependent 

variable or response variable which is “CPU utilization”. Hence, the response variable is 

represented in the „Y-axis‟ and the predictor value is represented in the „X-Axis‟. Applying 

the study concept to the general formula for linear regression, the following equation is 

obtained: 

CPU utilization (or) CPU usage = user call * m + c 

Where m and c are regression coefficients and the values for the same are to be 

determined. Once the values for the regression coefficient parameters are found, the 
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utilisation of system CPU could be predicted by simply substituting the values for user calls. 

However, the prediction of response variable holds intricate issues and conditions which 

should be met.  

1. If there exists a linear relationship between the dependent and independent 

variable, then the values of X and Y are plotted in a scatter diagram should reveal 

a straight line.  

2. A strong correlation should exists between response and prediction variable. 

Both the conditions imply the existence of strong linear relationship between response 

and prediction variables.  

In the present paper, the performance of organisational support systems will be 

analysed.  The major workload applications used are the oracle HRMS and Microsoft outlook 

application. The key business metrics for oracle HRMS and outlook application are number 

of order lines and number of users respectively. The aim of the present study is hence to 

predict the value of CPU utilization based on the number of order lines or the number of user 

entered into system. In this regard, the values of average CPU utilisation for MS-Outlook and 

the Oracle HRMS are recorded for a period of one month (31 days).  Following is the graph 

based on the utilisation of CPU with the number of users utilising the Outlook application for 

a month (31 days).  

Graph 1: CPU utilisation for MS-Outlook 

 

A scatter plot is used to display the variables in the (x,y) format as a 2-dimensional 

graph. In Graph 1, the response variable (Y) is the CPU utilization/ CPU usage rate and 
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prediction variable (X) is number of users. Following is the table containing CPU utilization 

samples and number of users, collected throughout a month (31 days). 

Table 1: Sample collection for MS-Outlook 

In Graph 1, it is revealed that there exists a relationship between the two variables as a 

straight line; however some points scattered all over the plot which reveals that the CPU 

utilisation is not following the trend. The scattered away points in the graph are known as 

outliers. Similar sample collection is carried out for Oracle HRMS application for which 

Table 2 and Graph 2 are drawn where response variable (Y) is CPU utilization and prediction 

variable (X) is number of order lines. 
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Graph 2: CPU utilisation for Oracle HRMS  

 

Table 2: Sample collection for Oracle HRMS 

Both Graph 1 and Graph 2 reveal the relationship between the variables which appear 

to be in a straight point whereas some points are found scattered from the line. These 

scattered points are known as outliers.   
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5.1 Analysing the relations with Correlation Coefficient 

The measure of strength and the direction of linear relationship between the prediction 

variable and the response variable are calculated using the correlation coefficient. Basically, 

the value of correlation coefficient should exist between the range -1 and +1; however the 

higher the value of r (positive values), the stronger is the relationship between the two 

variables. However, with negative values, it is discerned that the relationship between the 

predictor and the response variable is negative which means with increase in X value, Y 

value decreases and vice versa.   

Correlation coefficient is calculated using the formula as follows: 

                           ∑                  ∑                

The traditional calculation of coefficient correlation is replaced with the calculation of 

„r‟ using the function CORREL () in MS-Excel (The Nuffield Foundation, 2008). The square 

of coefficient correlation (r
2
) is calculated which represents the prediction variable. From the 

collected data samples, calculating the r value for the relationship between the number of 

users and CPU utilisation in outlook sessions, the r2 value is found to be 0.508 wherein r= 

0.713265. This discerns the fact that 50.8 per cent of CPU utilization is used during outlook 

user sessions. However, the remaining 49.2 per cent utilisation could not be explained. When 

the value lies within the    range, then there exists perfect correlation between response and 

prediction variable and if the values is zero, then there is absence of correlation. Any other 

value of correlation coefficient within the range -1 and +1 indicates limited correlation. 

Correlation Coefficient (r ) Practical Meaning 

0.0 to 0.2 Very Weak 

0.2 to 0.4 Weak 

0.4 to 0.7 Moderate 

0.7 to 0.9 Strong 

0.9 to 1.0 Very Strong 

Source: Adopted from Rowntree (2003) 

5.2 Estimation of regression coefficient for outlook data 

Since it is established that there exist a strong relationship between the response and 

predictor variable, the regression coefficient is to be estimated which is similar to the 
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measurement in straight line equation wherein the best fit point with the line will be 

considered. Based on the least square method, the calculation of the values of slope „m‟ and 

the y-intercept „c‟ is given as follows: 

         ∑             ∑        

                    

Where, „X‟ denotes the mean value of all the x-values (number of users), and „Y‟ 

denotes the mean value of all the y-values (CPU utilisation). In this manner, the values of y-

intercept, slope and r2 are calculated (Graph 3). 

Graph 3: Average CPU Utilisation for Outlook users 

 

From the graph, it is discerned that Slope m = 1.8187 and y = intercept c = 5.3347.  

5.3 Estimation of regression coefficient for Oracle HRMS data 

Similar to the calculation of regression coefficient in the case of Outlook user 

sessions, the same is calculated for Oracle HRMS data. Based on the least square method, the 

calculation of the values of slope „m‟ and the y-intercept „c‟ is given as follows: 

y = 1.8187x + 5.3347 
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         ∑             ∑        

                    

,where „X‟ denotes the mean value of all the x-values (order lines per day), and „Y‟ 

denotes the mean value of all the y-values (CPU utilisation). In this manner, the values of y-

intercept, slope and r2 are calculated (Graph 4). 

Graph 4: Average CPU Utilisation for Oracle HRMS users 

 

From the graph, it is discerned that Slope m = 0.0017 and y = intercept c = 7.2469. 

5.4 Forecasting through Linear regression 

Examining both the workload applications by analysing the collected samples 

revealed the values for Slope „m‟ and the y-intercept „c‟. All the values could be used to 

forecast the performance of cloud based application which is explained using the following 

illustration: 

Case 1: Predicting CPU utilisation from the value of number of users (MS- Outlook) 
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Suppose the number of outlook user sessions in a day be 14. For outlook workload, 

the calculated values for Slope m = 1.8187 and y = intercept c = 5.3347 and hence the value 

for y (CPU utilisation) could be predicted as, 

Y-estimate (CPU utilisation) = 1.8187 * 14 + 5.3347 

                            = 30.7965% 

From the collected data set for number of users utilising Outlook for a month, the 

average CPU utilisation of 14 users in a month is 30.11 per cent and the predicted value for 

the same number of users is 30.7965 per cent which holds very meagre difference which is 

known as „residual‟. In general, a positive residual denotes an underestimated value of „y‟ at 

that point and negative value of y implies overestimated „y‟ value.  

Case 2: Predicting CPU utilisation from the value of number of order lines/ day (Oracle 

HRMS) 

Suppose the number of order lines per day be 7350. For Oracle HRMS workload, the 

calculated values for Slope m = 0.0017 and y = intercept c = 7.2469 and hence the value for y 

(CPU utilisation) could be predicted as, 

Y-estimate (CPU utilisation) = 0.0017 *7350 + 7.2469 

                        = 19.74 % 

From the collected data set for number of order lines per day for a month utilising 

Oracle HRMS, the average CPU utilisation with 7350 order lines per day is 26.73 per cent 

and the predicted value for the same number of order lines per day is 19.74 per cent which 

holds a considerable difference (6.99 per cent difference) which is known as „residual‟. In 

general, a positive residual denotes an underestimated value of „y‟ at that point and negative 

value of y implies overestimated „y‟ value. 

5.4.1 Residual removal 

In a scatter plot plotted with values of variables to find the straight line, there occurs 

data points which are not in trend hence are away from the main data trend. These points are 

known as „outliers‟ (Williams, 2016). The causes of outliers are varied- backups, report 

generation or misinterpretation problems that occur during data collection (Ishikawa et al., 
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2010). It is deemed that processes which are not a part of the general routine during 

production will generate outliers. Removal of outliers is an important area of forecasting 

using regression analysis wherein it is necessary to analyse whether such outliers are part of 

the production workload. Residuals are standardised by dividing the residuals by the standard 

error estimates. The standardised residuals have mean 0 and standard deviation as 1 (Gelman 

& Hill, 2007). Two common modes of calculating standardised residuals is as follows- 

Residual mean square error from model fitted to the complete dataset, Residual mean square 

error from model fitted to the complete dataset except the i-th observation (Blatná, 2006). 

Plotting the standardised residuals against the values of response variables (estimated) will 

display the standardised residual plot. 

In our case, it was Friday when sample number 22 data was collected. There were 

scheduled batch processes running in the background which made the CPU high utilization 

which is the reason for positive residual (underestimated CPU utilization). Since these batch 

processes are not run regularly and does not fall under business requirement, such data could 

be removed from out data set with proper notification and documentation. So the bottom line 

is never to forecast in nonlinear areas. For CPU subsystems, this limit is around 65 % for 

outlook application and for oracle HRSM it is 70 % of CPU is the optimal benchmark.   
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CHAPTER VI: RESEARCH FINDINGS  

6.1 Need for performance prediction in cloud environments 

6.1.1 SLA violation issues 

Performance management is deemed to be important in hosting enterprise services in 

the cloud environment. For a cloud administrator and the user of a cloud, SLAs guarantee the 

objectives of the service delivered provided certain criteria such as response time are to be 

met. However, there is also a necessity for cloud administrators to efficiently utilise server 

resources to save costs of computing. These inferences put forth certain questions such as- a) 

what will be the performance delivered to the end user and how much resources shall be 

allocated to necessarily achieve performance? b) In what ways shall system performance 

problems be avoided with changing customer workloads? End users always look for 

performance even when services are migrated within platforms of when he/she is to venture 

newly into cloud environment.  

There are strictly no exact answers to the aforementioned questions since these 

answering these questions is even a complicated task in non-cloud based distributed 

computing systems (Menascé et al., 1994). Since resources are shared in cloud environments, 

the task becomes even more complex. Moreover, since changes in the provisioning of could 

services may affect the operations of users/ enterprises, capacity planning should be 

performed during operation and performance prediction to be performed on a timely basis. 

This calls upon the proactive management of performance metrics in order to avoid SLA 

violation penalties which further require the prediction of application performance under 

different workloads (Huber et al., 2011).  

6.1.2 Scaling resources in the cloud  

An underlying issue with cloud computing is the scaling of resources in the cloud. 

Before the advent of cloud computing, traditional model implies the job scheduling and 

queing wherein the scheduler takes the job of executing the processes in the queue. To 

effectively schedule processes, user may request for resources which are required to complete 

a process. In such a scenario, all resources are requested and a trade off is made to completed 

the task quickly. However, this is not applicable in a cloud environment wherein users 

allocate the required resources. Scheduling of tasks is restricted/ abstracted in the cloud 
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which is to facilitate cloud use. However, certain tasks which are meant to fit an application 

may not actually serve the same.  Only a small proportion of applications fit specific 

domain in the cloud and hence Infrastructure-as-a-Service (IaaS) is commonly adopted by 

users rather that Platform-as-a-Service (PaaS).  In IaaS, users are provided the access to 

utilise virtual hardware which are allocated to their use. Scaling issues are so common in 

PaaS.  

In cloud computing, there are two major concepts- shared infrastructure and 

abstraction. When a cloud service is opted by a user, the user is given an isolated 

environment; however, the infrastructure that is provided is shared between multiple users. 

Furthermore, a layer of abstraction decouples the infrastructure from the applications that 

access it. This type of decoupling is the process of deploying applications wherein the 

security, reliability and mapping of applications onto physical machines are all maintained by 

the cloud provider. It is deemed that sharing of administration and infrastructure aids users 

with economic benefits. 

6.1.3 Capacity and resource planning 

Virtualisation is the concept in which part of the disk, CPU and memory related 

resources on physical machines is dedicated to the applications running on it. The operations 

in cloud environment are two fold- the physical infrastructure and virtual machine placement 

are managed by the cloud provider wherein the operating systems and the type of application 

are managed by the users of the cloud service.  In this case, cloud administrators isolate 

resources based on „hard isolation‟ mode wherein there is little or literally no interaction 

between the applications on a physical machine. Additionally, no resources are shared in this 

scenario. Such isolation of resources and cloud services suffers from various performance 

issues, which in the context of managing database systems prove more hazardous. Following 

are the reasons- 

1. Capacity planning is performed most often by calculating the virtual hardware 

resource allocation to resources. This ultimately results in imprudent measurement 

of performance metrics. 

2. Multiplexing and sharing is prevented in hard isolation, hence there is a 

considerable loss of performance. 
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3. Decoupling of cloud services prove fatal for tuning or provisioning of DBMS in 

cloud (Mozafari et al., 2013). 

All these reasons tend to limit the use of VM-based database-as-a-service (DBaaS) by 

many business enterprises. This motivated the present study to define what is required in the 

case of VM-resource sharing- Performance prediction. The solutions to all the 

aforementioned problems relate the need for performance prediction wherein a model is 

required to predict CPU utilisation for a given input. In the present study, two applications, 

MS-Outlook and Oracle HRMS are considered that are CPU-intensive. In the present study, 

the aforementioned problems could be addressed as with a model to predict CPU utilisation, 

performance could be predicted by merely determining the value. 

6.2 Findings of the proposed model 

 All the aforementioned issues in cloud environment are intricacies that lurk 

within any cloud based service and hence there is a need to address the issues. In this context, 

the present research considers performance prediction to be the most suitable strategy to 

identify the optimal benchmark for applications that are executed and run by end users in 

cloud environments. There are several important factors that affect the performance of cloud 

services which are described as follows: 

i. Security- Users claim the risks of DDoS attacks in the cloud which may affect 

network performance 

ii. Data recovery- Time taken to recover data on system failure is subjected to affect 

performance 

iii. Storage capacity, buffer capacity, disk capacity, fault tolerance 

iv. Increase in the number of users greater than the specific capacity (Khanghahi & 

Ravanmehr, 2013). 

In the present study, the fourth factor „increase in the number of users greater than 

specific capacity‟ is considered for which a performance prediction model is proposed. The 

present study utilised linear regression algorithm to forecast CPU utilisation for two specific 

applications running in cloud environment. We envision the degradation in the performance 

of cloud systems with increase in the number of users utilising a particular application or the 

number of order lines per day. The esxtop facility is used to collect information about the 

number of users and the number of order lines per day for a period of 31 days. The collected 
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data with the percentage of CPU utilisation is acquired for which regression analysis is 

performed. 

The proposed linear regression algorithm takes the collected historic data which is the 

number of users/ number of order lines per day (X) and the CPU utilisation percentage (Y). 

With these data and the collected data for a period of 31 days, the slope „m‟ and the y-

intercept „c‟ are calculated. The linear regression equation is hence set with, 

i) Slope m= 1.8187 and y-intercept c= 5.3347 for MS-Outlook 

ii) Slope m = 0.0017 and y = intercept c = 7.2469 for Oracle HRMS 

The calculations for regression analysis to find the regression coefficient, slope and y-

intercept were performed using Microsoft Excel and the graph is plotted for both MS-

Outlook and Oracle HRMS application. We discern the presence of relationship between user 

call and CPU utilisation in our cloud environment. The regression analysis results revealed 

the value for R2 to be 0.5051 for outlook usage and 0.5504 for Oracle HRMS. This implies 

the dependency of CPU utilisation with the number of Outlook users as 50 per cent and 55 

per cent for Oracle HRMS. However, there may be other factors affecting CPU utilisation in 

cloud based environment. Pu et al. (2010) in this context states that network I/O applications 

are the dominant workloads in cloud computing systems. However, in the current context, the 

pattern of CPU utilisation may differ based on various factors. Time of the day plays an 

important role in the usage of CPU. There is an increase in the number of users during the 

day and less users transacting with the system during the night. This implies the maintenance 

of sufficient resources all the time in the cloud environment and the service opted by the user 

to be expansive in order to provide uninterrupted services even with increased number of 

users. However, such over allocation of resources may lead to under-utilisation of the same if 

the number of users may not consistently increase or may not show increased patterns often 

(Armbrust et al., 2009).  

The proposed model utilises esxtop to acquire CPU performance metrics. With the 

CPU data, the present research uses linear regression algorithm to predict performance 

degradation in cloud based applications wherein these applications are memory intensive. 

This implies the first objective of the present study to have been met wherein simple esxtop 

values are used to benchmark application performance. However, the proposed idea is not a 

stable concept. As in the case of the present research, two applications- MS- Outlook and 
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Oracle HRMS are considered to be deployed in the cloud and the values of number of users 

and CPU usage are calculated using the data collected for a specific month. It is however 

deemed that the values of CPU usage may vary over time and hence it is doubtful to utilise 

the present model as an accurate prediction tool. In such a case, there should be periodic 

collection of data from the cloud using esxtop so as to accurately predict CPU performance. 

Simply inserting values of number of users/ number of order lines in the present model will 

reveal CPU usage percentage which is susceptible to certain degree of noise, which is 

attributed to unpredicted events in the system. In several cases, CPU usage may vary due to 

number of background processes running in the system. These inferences necessitate 

acquiring data of CPU with high and low number of users for a specific period without noisy 

data which occur due to background processes running in the system. With these 

requirements considered in the proposed model, system administrators can predict possible 

permanent degradation of performance in cloud based applications thereby satisfying the 

second objective of the research.  

However, the implementation of the proposed model in cloud based architecture could 

be performed with the aid of cloud programming framework called „Hadoop‟. According to 

Sheshasaayee and Lakshmi (2014), a number of machine learning algorithms could be 

implemented as MapReduce programmes in hadoop. This programming architecture even 

enables the end user to manage large data sets if many applications are to be monitored for 

performance degradation in cloud systems. The application of machine learning in cloud 

architecture is evidenced in the aforementioned statement and hence, there are possibilities of 

implementing the proposed linear regression model to alert performance degradation in cloud 

based applications. 

A relationship definitely exists between the user call and the CPU utilization for both 

sets of data considered in the study. The output from this model is a good indicator of CPU 

usage as user call increases. Being a simple linear regression, the inverse of this relationship 

exists and can be easily computed. Given the data, more advanced and/or non-linear 

techniques might be a better fit. However, this will obtained at a cost of interpretability and 

proven existence of an inverse. In the context of an IT administrator required to make a quick 

decision, this model is a great starting point quantifying future performance. 
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CHAPTER VII: CONCLUSION 

 A simple statement given by Anon (2012) for machine learning which is „predicting 

the future based on the past‟ became the main premise for the present research. The present 

paper utilised linear regression machine learning algorithm as the performance benchmarking 

algorithm to predict performance metrics in cloud based virtual environment. When users 

choose cloud environment, the purpose and objectives of a cloud service is to deliver 

performance which denotes the quality of service. Cloud administrators and end users/ 

business enterprises make an agreement known as SLA as a policy document guaranteeing 

the quality of selected cloud service. However, cloud users suffer from performance issues 

which are mostly concerned with the provisioning of cloud services from the service 

provider.  However, some applications in the cloud, which are intended to be used based on 

limited capacity are often overloaded and hence, the performance of the cloud is ultimately 

affected. This became the premise of the present paper and hence a performance prediction 

model was devised. The collection of CPU usage metrics is performed using esxtop values 

and the collected data is analysed.  

The proposed model uses linear regression algorithm to predict performance 

degradation in cloud environment. The present study acquired historical data of CPU 

utilisation for a month (31 days) using esxtop facility for two CPU intensive applications- 

MS-Outlook and Oracle HRMS. All virtual machines were installed with Citrix XenApp 7.6. 

Collected data were analysed in a separate machine and Microsoft-excel is used to perform 

regression analysis. The collected data are analysed for which the regression equation was 

identified. The present study revealed 50-55 per cent of dependency existing between CPU 

utilisation and the number of user utilising the application in the cloud. This further reveals 

the existence of other factors affecting CPU utilisation in selected applications deployed in 

the cloud. However, the simple model could be used to alert system administrators on a 

possible permanent degradation of performance if implemented as an application running in 

the cloud, monitoring CPU usage and performance degradation.  

The present study is a fundamental model for system administrators to predict 

performance of cloud systems as the needs of computing in business enterprises are ever 

increasing. Suppose the number of users utilising a specific application in cloud is increasing 

every month in an enterprise. Business firms require continuity in the management of projects 

and every single minute of operation is valuable. However, when cloud services are 
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established, they are intended to provide efficient services for specified rated capacity. 

Administrators in the cloud user end should monitor performance of the cloud service in a 

periodic basis to identify potential performance degradation that may occur in the future. The 

proposed model is an excellent tool to quantify system performance. Machine learning could 

hence be used as a viable approach to the prediction of performance degradation in cloud. 

However, future studies are required to implement more accurate performance prediction 

models thereby facilitating system administrators to accurately choose and scale cloud 

services.  

7.1 Limitations and Recommendations 

The study is limited to the development of a regression model which will be used to 

predict the performance of cloud systems when the value of independent variable is merely 

substituted to the equation. The study discerns the fact that from the collected historical data, 

the optimal benchmark limit for Outlook application is 65 per cent and for the Oracle HRMS, 

it is 70 per cent. These values are subjected to change with different historical data. Hence the 

study defines certain limitations which may also be taken as recommendations for future 

research. 

1) The present study analyses the business metrics of two CPU intensive applications 

namely MS-Outlook and Oracle HRMS. Hence, the proposed model could be 

extended to other applications deployed in Cloud which are CPU intensive. 

2) The study recommends the need for collecting historic data of CPU intensive 

applications deployed in cloud based environments and the analysis of such data 

should be performed to obtain the required performance prediction equation. The 

values of CPU utilisation may vary in every set of data with changes in the number of 

users/ number of order lines. 

3) The study considers the issues of performance degradation only on the basis of 

increasing number of users or increased number of order lines which are application-

specific. There are other business metrics which are also important to predict CPU 

utilisation. In the present paper, we identify 50-55 per cent of dependency existing 

between number of users and CPU utilisation which reveals the existence of other 

factors. Hence, the study recommends future studies to be conducted to reveal 

important factors affecting CPU utilisation in cloud environments. 
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4) The proposed model utilised linear regression as a machine learning algorithm to 

identify performance degradation by simply entering numerical values and predicting 

CPU utilisation. The present study recommends the use of SVM and ANN to predict 

CPU utilisation as future studies.  
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APPENDICES 

Appendix 1: High Level Solution Diagram 
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Appendix 2: Hardware Configuration 
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Appendix 3: XenApp Server Configuration 
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Appendix 4: XenApp Management Console (Apps Published) 
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Appendix 5: Citrix Application Console 
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Appendix 6: CPU Utilization Graph 

 

 

 

 

 

 

 

 

 

 



 

©2018 All Rights Reserved, No part of this document should be modified/used without prior consent PhD Assistance ™ - Your trusted 

mentor since 2001 www.phdassistance.com 
India: Nungambakkam, Chennai-600034 # +91 8754446690 

 UK: The Portergate, Ecclesall Road, Sheffield, S11 8NX, # +44-1143520021 | Info@phdassistance.com Page 69 of 73 
 

 

Appendix 7: Memory Utilization Graph 
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Appendix 8: Ethernet Utilization Graph 
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Appendix 9: Outlook Application Utilization CPU & Memory 
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Appendix 10: Oracle HRMS CPU 7 Memory Utilization 
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Appendix 11: User Session Screenshot 

 

 


